AAAI

2026 https://srl4lim.github.io/

Structured Representation Learning:
Interpretability, Robustness, and

Transferability for LLMs 20th Jan 14:00 - 18:00
Peridot 205, Singapore EXPO

-
vV \
Hangi Yan Guangyi Chen Jonathan Richard Schwarz
Carnegie Mellon University Imperial College London

KingsiCallegeifondon MBZUAI Thomson Reuters


https://srl4llm.github.io/

Why do we need to care about
Representation Learning?



Surface behavior vs internal understanding
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Common LLM failures are internal state failures

Hallucination

In this image, which orange circle is larger? Think step by step before answering.

This image is a variant of the Ebbinghaus illusion. Although the circle on the right

appears larger due to being surrounded by smaller blue circles, both orange
circles are actually the same size. The arrangement of the surrounding circles
creates a visual context that tricks our perception, making one orange circle look
bigger than the other even though they are identical in diameter. x

OpenAl-ol

\.

r ™)

SGP-BENCH (Qiu
et al, ICLR’25)
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Common LLM failures are internal state failures

Context rot

Context didn’t disappear — its influence did.

Femini-2, 5o === ppl-Sonamy - Ept-5-mini s Ept-5 iF ol-mmindg
—m— ol —g— clande-sonnet-4 —o— llama-4-maverick —o— decpseck-rl-0518 = = = random baseline

Were there more news articles about the economy in
September or August?

Date 903 214 L) 110 W5 T

O0LONG-synth O0LONG-real
Article O 1 _ . _ . . - — N - - — 1
l O 0.8 o
o 0.6
3
0.4
0.2
0 G — e = TR R W
BK 16K 32K 64K 128K 236K 512K 64K 128K 256K 512K
There were two articles about the economy in Context Length Context Length

o [=] August.... Thus, the answer is September.

September, and one article about the economy in J

OOLONG (Bertsch et al. 2025)
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Common LLM failures are internal state failures

Catastrophic Forgetting

Regular exercise improves overall health by

Why is regular exercise : strengthening the heart, enhancing lung
important for overall i LLM function, and promoting better circulation. It
health? : helps maintain a healthy weight, reduces the

risk of chronic conditions like diabetes ... vz‘

. -\

Hyp;rtensizn, orbf;igz blood pressure, is a I
: : condition where blood pressure consistently
anvt’!hgz:::mctennglsoe’b? exceeds normal levels (2130/80 mmHg). It is
g diagnosed throuih multiple measurements
using methods like office visits,... 3 3

LN

Why is regular exercise Exercise is good. It helps movement? I think

important for overall it's something people do to stay health
health? Sl Y Y m (Song et al., arXiv’25)
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Common LLM failures are internal state failures

Catastrophic Forgetting

With appropriate guidance

Y. ©

.r Meaningless Suffix ]|
|| Instruction

i of task 1 Partial Correct ||
: Rationale |

~——e———— /

Performance

Forgetting can be
restored through
appropriate prompts,
showing that no actual
forgetting occurs.

on Old Task 1

Without any guidance

—* (Capability Activation
— (Capability Utilization

Performance

Degradation
on Old Task 1

|:| l:apahilit\r of Old Task 1

Capability of New Task 2

(Sun et al., ACL'25)
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Where things go wrong: latent dominance

The model generates based on what dominates the hidden state.

4

4

4

Hallucination

The fact is in the
context.

The prior “common
sense” is stronger.
The outputs looks
smooth but not based
on the fact.

Context rot

1 Early context remains
in the context window.
[ The representation

decays and loses
dominance.

1 Subsequent

generation is no
longer guided.

Forgetting

d The task knowledge is

in the internal
representation.
Fine-tuning reshapes
representation space,
don’t erase previous
knowledge.
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Where and how is it represented?

] ¥
)| B
| ]

[]
|Scftmax]| [Sofmax])
[ ]

Trarcibemes Blsck Input

Some methods take the activations in the
transformer as the representation for
understanding and interpretation.

Linearly decode or probe

Geva et al, EMNLP 22;
Gurnee et al, TMLR’ 23;
Wang et al.; KDD’ 24;
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Where and how is it represented?

Trarcibemes Blsck Input

Some methods use the layer outputs as the
representations which encode the context
information for predictions.

Speculative decoding and
latent reasoning

MEDUSA, Cai et al,, ICML’ 24;
EAGLE, Li et al., ICML’ 24;
COCONUT, Hoo et al,, COLM’ 25

SRL4LLMs @ AAAI2026
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Where and how is it represented?

Sparse autoencoders

Trarcibemes Blsck Input

— (I ] I Il [ Jactivation

Encoder

Transformer Circuits

Cﬁz;;z;nt[ [:I . D . DD D ] Thread; Yan et al.,

EMNLP’ 24,

Decoder (dictionary) -

[. |:| . . . JRecnnstructed

Activation

To further extract the semantic
concepts from the LLMs, some methods
learn an extra representation module.

SRL4LLMs @ AAAI2026
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Goals of this tutorial

1 Shift the focus from output-based behavior to understand the
“true” think process within LLMs

1 Understand core principles of representation learning

1 Use cases of representation learning in interpretability, model
editing, and reasoning

d Future work and open problems of how to better leverage

structured representations for reliable and efficient LLMs

SRL4LLMs @ AAAI2026 12



Today'’s Tutorial Overview

Session 1
Session 2

Session 3

Introduction
The Principles of Representation Learning

Representations for Latent Reasoning
§$

Coffee Break AT -]

Session 4
Session 5

Session 6

Understand and Model Edit via Representation learning
Integrate Models Internals for Self-Improvements

Conclusion and Future Work

13
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What are good representations

Discriminative

(m mmm) #* (o mm)

SRL4LLMs @ AAAI2026

15



What are good representations

Compact

“There is a

mmd)  yte cat on

the blanket”

“There is a

cute caton ===—)

the blanket”

(e Bm 00 )
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What are good representations

Transferable

“There is a

cute cat on
the blanket”

(I O
(CO 3 )

“H—RAE
E‘J?ﬁﬁﬁtf@%

SRL4LLMs @ AAAI2026
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What are good representations?

Controllable (Disentangled)

Emotion Event Language

(OO < (N O ) =) ([ ] ]

“Oh wow! A cat “There is a “BH—HA]ZH
on the blanket! cute cat on MEMEE ., 7

So cute!” the blanket.”

SRL4LLMs @ AAAI2026
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Identify the latent representation

Data generation process Representation learning
“There is a cute cat on

Emodd uage the blanket.”

(, )
x=8(z) 2= g7

“There is @ . J
x cute cat on the ‘

blanket.”
(o 2 ) /)

SRL4LLMs @ AAAI2026 19



Identify the latent representation

Data generation process Representation learning
“There is a cute cat on

the blanket.”
i L
4 R
X= (Z) 5= g1
5 Equivalent 2=9" (X
“There is a \. /
X cute cat on the ‘

blanket.”

W U ) /)

SRL4LLMs @ AAAI2026 20



Identifiability

“Thereis a
cute cat on
the blanket.” (I = )
Observed data distribution Parameter (representation) space

N 7

Definition: A statistical model {P, | z € Z} is identifiable if

[ 1 3 ]

2i = g r0gi(z;)

Z
Component-wise
Identifiability

[ fo(3) fe()]

SRL4LLMs @ AAAI2026 21



The overall process

z=fy(€), x=g(z)

O—>—

Causal Representation Learning

“There is a
cute cat
on the
blanket.”

—

Learned feature Z

Ground truth z

SRL4LLMs @ AAAI2026




Intuition: a simple linear case X=AZ

Linear Gaussian

Latent variable (z) Observation (x)

L]

4
L—‘ X3

-4 -z -1 o6 1 2 3 -4 [ 5
£1 1

£

Lo
O

' i i
- <] @ e e w
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Intuition: a simple linear case X=AZ

Linear Gaussian

Latent variable (z)

F T

- <] @ e e w

-1 - -1 [} 1] F ¥
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2y 0y

- 7] =@ e B -

Observation (x)
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Intuition: a simple linear case X=AZ

Linear Gaussian

Latent variable (z) Observation (x)

L]
F]
1
F T
L
2
3

i
2
1
2-; L
]
2
3

3 - -1 8 1 I % 50 -15 o0 2% S0 1%
£ Xy
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Intuition: a simple linear case X=AZ

(
L

Linear Gaussian

£

[ 1
[ - T ]

Latent variable (z)

b
g “o\’es'

Observation (x)

=50 =15 40 2% S0 1%
£ Xy

£3

2z

i i i
[ A - - R w

i i i
W R = oo . T

Latent variable (z)

Linear Non-Gaussian

bz

-3 - -1 0 12

F41

3
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b |
)
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=2
=3
I E— 3 2
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What principles can we use to learn representations?

[ * Sufficient Change Principle]

* The Sparsity Principle
* Learning Framework

* Application Showcase

SRL4LLMs @ AAAI2026
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Sufficient change principle

z=f(€), x=g() —()—&)

|Identification Condition

If the data is generated as described above and meets the following criteria:
» [Sufficient change]: There are enough values of u to observe distributional
changes, and the changes should be sufficiently large.

» [Invertible function and smooth density]: g is invertible, and py), is smooth.

» [Conditional independence]: log p,,(z|u) = X;10g pz ju(zi|u)
» [Marginal distribution matching]: py, = Pz|u
Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026
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Sufficient change principle

z=f(€), x=g() —()—&)

Identification Condition

If the data 1s generated as described above and meets the following criteria:
» |Sufficient change|: There are enough values of u to observe distributional
changes, and the changes should be sufficiently large.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026
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Sufficient change principle

z=f(€), x=g() —()—&)

(

| |dentification Condition

If the data 1s generated as described above and meets the following criteria:

> [Invertible function and smooth density]: g is invertible, and p,, is smooth.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026
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Sufficient change principle

z=f(€), x=g() —()—&)

[ |

| Identification Condition J

If the data 1s generated as described above and meets the following criteria:

» [Conditional independence]: log p,u(z|u) = X;log p;,u(zi|u)

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026
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Sufficient change principle

z=f(€), x=g() —()—&)

| |

| |dentification Condition J

If the data is generated as described above and meets the following criteria:

» [Marginal distribution matching]: py, = Pzju
Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026
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Temporal dynamics provide changes

In the temporal scenario, we can use the historical information {z_,} as @ an auxiliary to
provide sufficient change and thus establish identifiability.

f
_Q ’ » Stationary latent causal process:

Zt,2 7 I Zti = fi( Pa(ztl) €t, i)
There is a

> Invertible data generatmn process:

| g
I/ |/ 9(24)
@ @ > Cunditinnal independem:e given

historical information:
Zei L 24 j | Z<y

SRL4LLMs @ AAAI2026 Temporally Disentangled Representation Learning. [Yao et al. NeuriPS 22] 33



Dynamic with known non-stationary

The known non-stationarity can
serve as an auxiliary variable,
providing change information.

(2 = f(Pa(zf¥),¢,,)

ch ch
ztjjg = f_}'(Pa(zt,jg): den’ Et,j)

200 = £.(0°°%, & 1)

— — [ofix ,chg _ob
a cat. However, we ..\ Xe=9 = [z%2, 7 287°])

SRL4LLMs @ AAAI2026 Temporally Disentangled Representation Learning. [Yao et al. NeuriPS 22] 34



Dynamic with unknown non-stationary

We can leverage extra
assumptions to help estimate the
non-stationarity, e.g., the Markov
assumption.

Ug, Uy, ..., U ~ Markov Chain(A)

Zti = fi i(Pa(zt,i)r Ug, £¢i)
X = g(Z¢)

“This rule applies until an exception is learned.”

SRL4LLMs @ AAAI2026 Temporally Disentangled Representation Learning under Unknown Nonstationarity. [Song et al. NeuriPS 23] 35



Non-Invertible generation process

The generation process may be non-
invertible, caused by typos/masks. We can leverage the context to
recover the lost information

Zy = M(X¢p—y)
Zti = ﬁ.(Pa(er) Eti)

Xe = 9(Z¢.t—7)

SRL4LLMs @ AAAI2026  CaRiNG: Learning Temporal Causal Representation under Non-Invertible Generation Process, [Chen et al. 36
ICML24]



Instantaneous dependency

Time- delayad Relation Instantaneous Relation
-E'i
ID: 2579 ID: 1594 D: 2592
A legal process where a The higher court has The geoagraphical The location of the
party who is not satisfied reviewed the lower lecation associated court along with
with a court’s decision court's decision and with the court or partial information
asks a higher court to agrees with it. The the party handling from the case
review the case. original decision stands. the case, identifier,
Example Text: | United States Court of |APPEALS| ... E. D. | Mich. || AFFIRMED

X = g(z¢)
zit = fi(Paq(zit), Pae(zi), &it)

SRL4LLMs @ AAAI2026



What principles can we use to learn representations?

* Sufficient Change Principle

[ * The Sparsity Principle ]

* Learning Framework

* Application Showcase

SRL4LLMs @ AAAI2026
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The sparsity principle

X =9(z¢) zi = fi(Pag(zi), Pag(z;), &)

§0 &0 &8

[ Identification Condition ]

If the data is generated as described above and meets the following criteria:
» |Sparse Latent Process|: sparse enough to provide effect change.
> |Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 39



The sparsity principle

X =9g(z) zip = fi(Pag(zy), Pas(z), &)

do Lo Lo

{Identiﬁcatiun Condition ]

If the data is generated as described above and meets the following criteria:
» |Sparse Latent Process|: sparse enough to provide effect change.

> [Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 40



The sparsity principle

=g(z¢) zie = fi(Pag(z;), Pay(zi,), &)

Lo Lo Lo

f Identification Condltmn

If the data is generated as descnbed above and meets the following criteria;
» |Sparse Latent Process]: sparse enough to provide effect change.
> |Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 41



The sparsity principle

Xe = 9(z¢) zje = fi(Pag(zi), Pay(zi), &)
Markov

. Network M

4O &0 ¢

|dEﬂtlfICEtan Condition ]

If the data is generated as desr.:nbed above and meets the following criteria:
» |Sparse Latent Process|: sparse enough to provide effect change.
> [Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 47



The sparsity principle

Xt = 9(2¢) 2z = fi(Pag(z), Pag(z;), &)

Markov
. Network M

Sparse  |Distribution fitting: |¥] > | M|
Constraint |Sparse Constrain: || < | M|

Q- ©° ©

' Identification Condition

If the data is generated as described above and meets the following criteria:
» |Sparse Latent Process|: sparse enough to provide effect change.
> [Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 43



The sparsity principle

Xe = 9(Z¢) 2z = fi(Pag(zie), Pa,(zi), €i¢)

Markov
Network M

. :
I/ l/ éb I/ ‘ Spﬂrﬁf Distribution fitting: | M| = | M|
@ Constraint |Sparse Constrain: |#| < | M|

Identlfcatlon Condltmn]

If the data is generated as dﬂscnbed above and meets the following criteria:

» |[Sparse Latent Process|: sparse enough to provide effect change.

> [Sparse Constraint]: the edges of the estimated Markov Network | M| is minimal.
» [Invertible function and smooth density]: g is invertible, and p,,,_, is smooth.
» [Sufficient change]: there exist enough values of {z.,} providing enough changes.
» [Marginal distribution matching|: py,x_, = Pg, 2.,

Then, the learned latent variables are component-wise identifiable.

SRL4LLMs @ AAAI2026 On the Identification of Temporal Causal Representation with Instantaneous Dependence. [Li et al. ICLR25] 44



What principles can we use to learn representations?

* Sufficient Change Principle

* The Sparsity Principle

[ * Learning Framework ]

* Application Showcase

SRL4LLMs @ AAAI2026
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Implementation in VAE framework

X

€
\, Decoder / I \ Decoder / I Lgrp \ Decoder /
Y t

f
|
: .

/ Encoder \ / Encoder \

2 T €3
fT-:l — 7 — f-‘t-1 T zr L
z ! z !

/ Encoder \

Y

Recon
&

SRL4LLMs @ AAAI2026
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Conditional independence — prior network

|_£1 ___________ x 2 __ _Xp
I 3 I € I
\, Decoder / I \, Decoder / I Lgrp Decoder
bt ¥ t P t
Zy — f‘—l ¢ Zy g f‘-l vee +— Iy Lrecon
T z t z T 4
flow af, 1
— =1 z
p(z¢|z<t) = pe (fz (Z¢, z<t)) 37
\ 7 :
Y

SRL4LLMs @ AAAI2026 47



Autoregressive hidden Markov module

— ¢ 13 |
1= pq 2 — a4 — Zr Lrecon
t Iz f Iz t s

SRL4LLMs @ AAAI2026
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Non-invertibility — context encoder

1 €
\ Decoder / I \, Decoder / I LiLp Decoder
€; €3
T 1 1 1‘ AI 4
soo =—— Z1r  Lpecon
'

SRL4LLMs @ AAAI2026
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Instantaneous dependency— sparsity loss

W __ X2 ot ___ X
I € t € |
\, Decoder / _l_\ Decoder / I Ligrp \, Decoder /
b G & t
. I A I :
1™ 24 H— Z; ™ 24 o —— Zn LR
f fz fz t ,

1
/ Encuder\ / Encoder \

/ Encoder \

econ
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What principles can we use to learn representations?

* Sufficient Change Principle
* The sparsity principle

* Learning Framework

[ * Application Showcase ]

SRL4LLMs @ AAAI2026
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Application for Sparse Autoencoder (SAE)

| X7 o — ’ The activations in the Transformer

f

\ Decoder / . :
Decompose activations into a sparse,
! / overcomplete feature space
LS -— HT L

4 Recon
T E 3

LRecan - ”xT - f1|T‘”%
Encoder

Sl J[::a‘=||fu’5""r||1
XT i

SRL4LLMs @ AAAI2026 Towards monosemanticity: Decomposing language models with dictionary learning. [Transformer Circuits 579
Thread, 2023]



Application for Sparse Autoencoder (SAE)

Consider the temporal dynamics in the SAE, and explicitly model both time-
delayed and instantaneous dependencies.

3 S Yo T _E
I 3 I 3 f
Decoder I \ Decoder / I Lyrp \ Decoder /
[ rar I & r
ffl | f"z—l ‘ 212 ’ f; - I ff‘" -‘CR.:zc-::rn
|
S -

SRL4LLMs @ AAAI2026 LLM Interpretability with Identifiable Temporal-Instantaneous Representation. [Song et al. Neurips 2025] 53



Application for Sparse Autoencoder (SAE)

A N i
! € 1 € t

Decoder I I Liip Decoder
b T
Ef — fr_l T fTE - fz 1 T f.IT Liecon

£o= (IR, )+ 19, Louo = eIl

Xt = g(zt):

zt,t':E E B jrzi—rj+ E M, jzi,j + €ty
Jek;
I\ )
Y

instantaneous

T
Dl - frn%‘
t=1

T jeTir
A\
Y
time-delayed

Lrecon = ]Exl:-p

54

LLM Interpretability with Identifiable Temporal-Instantaneous Representation. [Song et al. Neurips 2025]
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Application for Sparse Autoencoder (SAE)

In the synthetic experimental settings, both time-delayed and instantaneous

causal relations have been precisely recovered.

Ground Truth B Estimated B Ground Truth M

Z1 0,40 RS 0.00 s 211 0.40 -0 0.05 .. %1 0.00 0.00 0.00

41,2 0.00 Zt,2 0.06 EUE:E 0.04 zt2 0.20 0.00 0.00

Zt,3 0.00 0.00 ““ Z13 0.05 0.06 EIK:i: “¢ %3 0.00 0.20 0.00

2t=1,1 At=12 =173 Zp—1,1 -12 Z1-13 Zta Zy 2 213

(a) (b) (©)

e

0.6

0.4

0.2

0.0

2t1 0.00

Estimated M

0.00

Z,2 0.20 0.00

.3

-0.00 0.19

21

Zp.9

(d)

0.00

0.00

0.00

Zt.3

0.2

0.0

SRL4LLMs @ AAAI2026 LLM Interpretability with Identifiable Temporal-Instantaneous Representation. [Song et al. Neurips 2025]
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Application for Sparse Autoencoder (SAE)

Time-delayed Relation Instantaneous Relation
E
ID: 2579 —t I.D: 1594 1D: 2592 - ID: 2623

A legal process where a The higher court has The geographical The location of the i
party who is not satisfied ravia:frad thauluwar location associated court along with CO m p are d W It h th S

with a court’s decision court's decision and with the court or ial information

asks a higher court to agrees with it. The the party handling Pﬂflr:omthecasa StOndO rd SAE,

review the case. original decision stands. the case. identifier. .
representations learned
Example Text:  United States Court of |APPEALS | ... E. D. | Mich. | |AFFIRMED under the temporol

dynamics exhibit

Method Legal XML Email superior relation

: recovery ability.
SAE+regression (.54 0.94 0.74
Ours 19.95 8.63 2.66

SRL4LLMs @ AAAI2026 LLM Interpretability with Identifiable Temporal-Instantaneous Representation. [Song et al. Neurips 2025] 56



Principles summary

1 Temporal dynamics in sequence (prediction)
1 Structure sparsity (compact)

1 No information loss

1 Context-guided

1 Structure-prior guidance

SRL4LLMs @ AAAI2026
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Surface reasoning vs. latent reasoning

Model
Internals

ata'm sold 4% 2

T\T\MTT 1

my & & & @
Large Lansuage Model G ‘T'L\mkmg Process

(D) 7D 2

F R LT T 7§ Fiorge Lomguoge Ao

Prompt  Natalia sold 4% .. Prompt

SRL4LLMs @ AAAI2026 Reasoning Beyond Language: A Comprehensive Survey on Latent Chain-of-Thought Reasoning. [Chen

et al. Arxiv 25]
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Are the internal representations informative?

The primary factors of the representation show clear linear
discriminative structure in True/False tasks.

London is the capital of the UK. (True)
New York is the capital of the UK. (False)

cities : sp_en_trans smaller_than

SRL4LLMs @ AAAI2026  The Geometry of Truth: Emergent Linear Structure in LLM Representations of True/False Datasets. [Marks
et al. COLM 24]
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How to leverage representations for latent reasoning?

[ * Latent CoT ]

* Recurrent Reasoning

SRL4LLMs @ AAAI2026
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COCONUT: Latent chain-of-thought (CoT)

Chain-of-Thought (CoT) Chain of Continuous Thought (CoconuT)

Last hidden states are used
as input embeddings [Answer]

Large Language Model Large Language Model

output token X | Xigt| Xig2 Xiyj  [Answer]

(sampling)
last hidden state

input embedding . . .
input token [Question] X = Xy Xig2 Xitj [Question] <bot> <eot>
SRL4LLMs @ AAAI2026

Training Large Language Models to Reason in a Continuous Latent Space. [Hao et al. COLM 25] 62



COCONUT: Latent chain-of-thought (CoT)

CoT [Question] [Step 1] [Step 2] [Step N] [Answer]

(f?nuffgr‘;’:fvzc)j OO OO OD OO OO OO OO OO

CoconNuT _
[Question] <bot><eot> [Step 1] [Step 2] [Step N] [Answer]
(060 0 00-00 00-00 - 00-00 00-00
[Question] <bot> <eot> [Step 2] [Step N] [Answer]
(Stage 1) & 00-00 - 0000 0000
[Question] <bot> <eot> [Answer] discrete token
(Stage N) 20 - 009 OO OO O calculating loss
N X continuous thoughts @ continuous thought

SRL4LLMs @ AAAI2026 Training Large Language Models to Reason in a Continuous Latent Space. [Hao et al. COLM 25] 63



CODI: Latent CoT via Self-Distillation

Coconut /4,
Question Answer Stage 1 )
Question AR o0 2 CODI !ointlg trains
) |explicit CoT and a
Question Answer Stagen) latent CoT), distilling
- ' the reasoning ability
CODI W by aligning the
DictioaR R BB_ B, Ansver ) hidden states
Distill
Question -—» —& —p»  Answer

—

SRL4LLMs @ AAAI2026 Codi: Compressing chain-of-thought into continuous space via self-distillation. [Shen et al. EMNLP 25] 64



Latent CoT via Self-Distillation

e \ 4 hh
If Implicit CoT -- Student ‘cstudent : :' EIpllEll CuT - Tem:her Lteacher ~|
: 1 Ernss Entmp}' Luss ': E i !. Eruss Entn}p}r Lnss ) ;
! : : : s
': Z1 | wenes 2k _ Thtmwerls:@ ) i' i . : <CoT> Theamwerh: E
: T 1 - : : ."l:‘E’El.."'rl.........'.......l.-.-._:.'.....-:...-................. - :
I wspe® raaa,, ]
[ I [

|
! Large Language Model Rgtudent | E Large Language Model Rieacher i
]
ottt Lt it T E
| <question>  bot ~z; *++7_, eot Theansweri | | <question> <CoT> The answer i :
]
\ U I

SRL4LLMs @ AAAI2026 Codi: Compressing chain-of-thought into continuous space via self-distillation. [Shen et al. EMNLP 25] 65



SoftCoT: learning latent COT with prompt tuning

(a) SoftCoT (Ours) ( T [ T
/ Large La nguage Model

Hl’

{--I I O OO oI IT‘I l‘i D OO

() Instruction for Assistant Proj ection
(. Reasoning Question Module ¢

[:] Special Token [:] Intermediate Reasoning Step

+
[ soft Thoughts Generated by Assistant B Answer

L ASSiSta nt Language MOdBl i ‘ — Computation in Continuous Space
§

@ instruction for LLM

[ softThoughts for LLM

* Decode in Language Space

II[II]I]IIIIII[III]

SRL4LLMs @ AAAI2026 SoftCoT: Soft Chain-of-Thought for Efficient Reasoning with LLMs. [Xu et al. ACL 25]



Obtain the latent representation with VQVAE

——————— ———— ——— ———— — —— —— — — —

( \

X Prompt : CoT 1 CoT 2... CoT 32 : CoT 33 .o BRGOREN Solution
| |
\ )

!

1
X Prompt : [boLatent] [21 ] [22] [eoLatent] CoT 33 PP CoTN Solution

-------------------------------------

[boLatent] = [eoLatent] Special delimiters that encode the start / end of the latent tokens

Lz ] Discrete latent tokens

CoTN The n-th CoT textual tokens

SRL4LLMs @ AAAI2026  Token Assorted: Mixing Latent and Text Tokens for Improved Language Model Reasoning. [Su et al. ICML
25]
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Obtain the latent representation with VQVAE

—————————————————————————

Prompt CoT Solution |{
|
\

, 1_; - g ™ ! [boLatent] G1] [22] [eoLatent]
= el — DUII [P — ,:
N Ul ——

€1 €2

> f dec N\ N~ -~

l
LITTITTTTITTT]

Reconstructed X

SRL4LLMs @ AAAI2026  Token Assorted: Mixing Latent and Text Tokens for Improved Language Model Reasoning. [Su et al. ICML 68
25]



Obtain the representation with re-weighting

Soft Thinking

Intermediate Thinking Output
r A A f_H
cty ct, Yi Concept Tokens
30d a2 3.2 0801 (ct)

Original Dist.

'I" l'.' l'.' <+ Probability Dist.

Large Language Model

Input 30d a2 3.2
X5 6 et ct,

SRL4LLMs @ AAAI2026 Soft Thinking: Unlocking the Reasoning Potential of LLMs in Continuous Concept Space. [Zhang et al. Arxiv 25] 69



Switch between latent and explicit reasoning

(a) 'll'h1nk1.ng Mode Switch @Ex plicit @Latent ’lgscgggh

Xk
vy
(b) Switch Count Control

Unconfident

Entropy

|
|
|
|
|
Confident A : Confident .
0 Position : 0 Position 2
)
| P~ BiE e 'maEm aEm T oW <
</thi || \-_ﬂ <
©00 ©0NNES ove :
|
A"S’"“I I : Probs1 I 1 _THixing G E
2
&
S
Reasoning LLMs ’ Reasoning LLMs é’ @b\/@’@/\/\@ b i
N I I N
|
W . ) PN Vocabulary: [0 m m
000 @GneEs -
- P | OBl A —
Input | T Mixing @:Weighted Embeddings: B B
SRL4LLMs @ AAAI2026 70

SWIREASONING: Switch-Thinking in Latent and Explicit for Pareto-Superior Reasoning LLMs. [Shiet al. Arxiv 25]



How to leverage representations for latent reasoning?

* Latent CoT

[ * Recurrent Reasoning ]

SRL4LLMs @ AAAI2026

Al



Latent CoT vs. Recurrent refinement

[Question]  <bot>

- —————

[Question]  <bot> <latent> <latent> <latent>

SRL4LLMs @ AAAI2026
Parallel Continuous Chain-of-Thought with Jacobi Iteration. [Wu et al. Arxiv 25]
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Latent CoT in the depth with a recurrent block

By iteratively applying a recurrent block, the model can implicitly perform
reasoning in latent space, allowing it to unroll to arbitrary depth at test time.

uHe"On —_— P .-‘: =mmggc :: ---------------- /._., "Wﬂﬂd”
P

Recurrent --+ |nput Injection
Prelude - Block - Coda — Residual Stream

SRL4LLMs @ AAAI2026
Scaling up Test-Time Compute with Latent Reasoning: A Recurrent Depth Approach. [Geiping et al.



Recurrent reasoning with hierarchy

Unrolling over time

—} [Output]

aINPo H
8INPOIN H

[zO_H]
G
— — — .
= = = =
oo W g Mg 2 S
= = = =
® = = ® (O Requires Grad
-
0 0 + 4 (O No Grad

[anut]

SRL4LLMs @ AAAI2026

Hierarchical Reasoning Model. [Wang et al. Arxiv 25]



Recurrent reasoning is scaled in pre-training

(I"

~N

.

o Training -
Embedding sl
1 E=1 I p=72 I t = Toax l t=1 I t=2
Layer 1 Layer 1 Layer 1 Layer 1 Layer 1
| | ! I [ ;
Layer 2 Layer 2 Layer 2 = - i
! i i : : |
| I 1 1 ' i
Layer N Layer N Layer N Leper . |
Exit
E::. Head é:': Head G‘:-’I'ﬂhl Hiead 3‘ Gate
] ] + ] 4 4 i ;}
' 2r
™ £ P2 L& Plimas LFmax) CDEL P COF; = +
. \ COF; < threshold COF, < threshold
L£=35 palt | 2)- £ I‘_.'*'H{Pa{' Tl:']'
r:prrlﬂrtmk'ku oy r;uluum-:-u

/N

Early Exif | T0F. = B, + -+
I‘r ! I o, Iil

Hesd

Inference

N

SRL4LLMs @ AAAI2026

Scaling Latent Reasoning via Looped Language Models. [Zhu et al. Arxiv 25]
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Recurrent reasoning with weighted embeddings

0.6 0z (%] 0l 08
0.2 05 r 04 01 Probability
i 1 1 t 1
[ Pondering Language Model J
by
Pondering

Embedding

§ (i i

~AIR B © | Word | XN
0.1 0.4 0.1 0.2 0 [Em
1 t t t 1
Pondering Language Model ]
I 1] % 1 ¥

2] E} =]
[IN] [| ¥ 1 03 word | |Vocab
mz n.: m 0.3 Embed) | Size

P-::vm:lenng Language Model H;E,!::“

VTN e

Pondering
Embeddmg

def

def

class PonderinglanguageModel (nn.Module):

__init__(self, 1m, v, h, k):

saelf.lm = 1lm # language model

self.vocab_size = v

gelf hidden dim = h

self.pondering steps = k

gelf.embedding = nn.Parameter(torch.
randn(v, h), requires_grad=True)

forward(self, input_tokens):
input_embedding =
self.embedding[input_tokens]
#lterative pondering
for t in range(self.pondering_steps):
predicted_prob = self.lm(
input_embedding)
pondering_embedding = torch.
matmul (predicted_prob, self,
embedding)
input_embedding = input_embedding
+ pondering embedding
#Final forward pass
final_prob = self.lm(input_embedding)
return final prob

SRL4LLMs @ AAAI2026

Pretraining Language Models to Ponder in Continuous Space. [Zeng et al. Arxiv 25]
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When and Why latent recurrent reasoning works

The recurrent models may pitfall in “false’ fixed points, which requires the
perturbation (in both input and checkpoints) to escape.

[/ Failure on \

Extremely Simple
Puzzles

“|elw
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<[=lele[v]e
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sluieloln viwivn e
el wivuwiwlulals
wlwl v alolelululn

wwlelelela]a]s
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eluielwl
4
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-
Telwlv
-
-

2
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1
e

2010 Boooonean

“ Violation of Fixed Points

Scientific Understanding of HRM

\

ecursion = Guessing

Ei
% HRM guesses fixed points,
no matter true or fake.

(&

\ “ Data Augmentationj

\\ Input Bootstrapping/

N

KFake Attractor = Pitfall

& Aridge of error separates
rival attractors.

K\ Model Bootstrapping/J

Practical Improvement
/ Augmented HRM \

55%

&
LLM CoT

o
S

SRL4LLMs @ AAAI2026
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Are Your Reasoning Models Reasoning or Guessing? A Mechanistic Analysis of Hierarchical Reasoning



When and Why latent recurrent reasoning works

X Y The reasoning task follows a selection
mechanism, where requires multi-round reflective

Ieorning.
4 1
3 2 9 oﬂ-'—row X off-block
_ 4 6 . _
7 9 7 X ’ X
14 5 4V, [ in-row P J in-block

67 - ? - 3 : : - XDE—EV Xinrcul
9 2 3 o ()
3 9 5 | Bloc

(a) Example Sudoku problem (b) Single entry in Sudoku (c) Validity criteria (row, column, block)

SRL4LLMs @ AAAI2026 /8

Selection, Reflection and Self-Refinement: Revisit Reasoning Tasks via a Causal Lens. [Deng et al. Arxiv



When and Why latent recurrent reasoning works

X v Given the complexity of interdependence in the
~a -~ latent space, a self-refinement process is required
@ to capture and refine such interdependencies.
Reflective Representation Learning Dependency Self-Refinement
e e U
} } *
Periodic Alignment g 4@ g: 22—y g —— g —
SRL4LLMs @ AAAI2026 /9

Selection, Reflection and Self-Refinement: Revisit Reasoning Tasks via a Causal Lens. [Deng et al. Arxiv



Takeaway messages

1 Reasoning in the representation space is more flexible

1 Compressing the knowledge of explicit CoT into representations
1 Step-wise reasoning chain vs. Depth-wise reasoning chain

. The recurrent models may pitfall in “false’ fixed points

1 The reasoning task follows a selection mechanism

SRL4LLMs @ AAAI2026 80



Coffee Break (30min)

§$9
(02

Back at 4:00pm



Today'’s Tutorial Overview

Session1  Introduction

Session 2 The Principles of Representation Learning

Session 3  Representations for Latent Reasoning

Coffee Break s

Session4  Understand and Model Edit via Representation Learning

Session 5 Integrate Models Internals for Self-Improvements

Session 6 Conclusion and Future Work
82



Session 4

: )
Inside the Black Box: understanding and editing LLMs
@ * Probing
(a4 * Editing
- /
4 )
Reasoning Without Labels: exploiting internals for self-improvement
, ) * Internal reasoning signals
=2 * Self-improvement
N /

83



Session 4 - Probing
(i

nside the Black Box: Understanding and Editing LLMs

I:F?l * Probing
Q o Polysemanticity

o Structuality
* Editing
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Reasoning Without Labels: Exploiting Internals for self-improvement

* Internal reasoning signals
* Self-improvement
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Probing the model representations

Hidden states/ MLP

Factual correctness [Marks 2024],
Hallucination [Kossen 2024] ...
Knowledge confidence [Ni 20257,
Harmfulness [Yan 2025],

Model Task
representations supervision

Unsupervised cluster,

MLPs, Simple but effective!
Logistic Regression

86%
The model is relatively confident.

SRL4LLMs @ AAAI2026 85


https://openreview.net/pdf?id=aajyHYjjsk
https://arxiv.org/pdf/2406.15927
https://arxiv.org/abs/2502.11677
https://arxiv.org/pdf/2509.00544
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Polysemanticity

Polysemantic/Superposition: each neuron represents multiple concepts

N\

Observed model Hypothetical disentangled model
Compressed from larger models, where each neuron represents a single concept

Incorporate irrelevant “noise” into Probe !!!

SRL4LLMs @ AAAI2026 Mechanistic Interpretability for Al Safety A Review. [Bereska et al. TMLR 2024] 87
Toy Models of Superposition. [Anthropic 22 Blog]



Encourage disentanglement

- Sparse AutoEncoder

Sparse Autoencoders Find Highly Interpretable Features In Language Models
[Cunningham et al. ICLR 2023].

Next-word Prediction . :
______ A Sparse Autoencoder Dimension

. ) A g )7( .
\| Transfomer Block |i , h(z expansion

g . ~ ! |

| | : O (2] O :

o 1 =

3 Ol Wene (2 2 S Wi |

g : | D %1 D dec I

-, ' =}

! & e |- |
i ' I |

5: Transfomer Block |' L____Q‘__T‘__Q‘______J

e F Salalea - »L(2) = |z—il|§ + allh(2)]|
Token II Recnns-.{ructiﬂn Spa;sity

SRL4LLMs @ AAAI2026 A Survey on Sparse Autoencoders: Interpreting the Internal Mechanisms of Large Language Models. [Shu 2025] 88


https://arxiv.org/abs/2309.08600
https://arxiv.org/abs/2309.08600

Interpreting the (SAE) features

Pretrained SAEs, with annotated features [Gemma-Scope, SAELens]

#2937 DNA (upper case) NEGATIVE LOGITS POSITIVE LOGITS
their -0.36 GAC +0.49
they -0.35 AGG +0.48
TRAIN TOKEN MAX ACT = 11,00  HCHGIE -032 Bl o
P _SE“E"’_"‘”_‘T““TT_“;_ - the ~0.32 BGC +0.47
z [ E — = I 5 AGTTTCGTTTACATG GGG gii -0.32 CACT +0.47
| | e ———
| ol |2 | AGACAACTTTTTCTIT  £x3 rents 032 AGT +0.47
H Wene +8+ _En - | ACACACGACAACGGGCTACGG she -0.31 CCCC +0.47
: : E : CTCCGTGTTTGMDM2- divorce =0.31 GG +0.47
CAAACERCIE -0. 4
!._ ~J _Q_ gL _: CAR GCATGTCTTGTT unemp loyment 0.31 6T +0.47
, — fears -0.30 GAT +0.47
TGCCATCCCTGATAACCTGG .
ATATGAGCTGTTGACCTGTTGT45 _atli .
Explanation: The neuron primarily CCCATCACTTTTACCTTATAGGT S| | ||| —
fires on DNA base strings. GCGAACCGGTACGTATCGTCA 5. o . e e
., Lok

SRL4LLMs @ AAAI2026



https://arxiv.org/pdf/2408.05147
https://arxiv.org/pdf/2408.05147
https://arxiv.org/pdf/2408.05147
https://decoderesearch.github.io/SAELens/latest/

Quantify the interpretability

INte rpre’[g b]|]tg = Monosemonticitg Language models can explain neurons in language models
https://github.com/openai/automated-interpretability [OpenAl 23]

/_[:nl.lecting activating\ /_ Generating \ / Scoring -\

contexts interpretations interpretations
L will return to about its (.. Provide an explanation for these Given this explanation, what
) Is that 35% excluding stock (...) contexts: contexts is this latent active on?

...) will contractively return (...)
) and a return of respansibility (...)
... kindergarten, first, second {...)

. will return to about its (...)
... will contractively return (..)
...) and a return of responsibility (...)

) Do we want ‘play” to be (..) ) Want to quickly circle back (..
) want to quickly circle back [...) ..) were forced ‘t‘::rretrca: (.

...) frozen pizzas, snacks, (..}
...] '-'lIE'I‘E I‘oroed to retreat |, ] ‘

Model to be explained — | j \ [1,1,1,0,0] j

Correlation (pre_acts, true_acts)
Figure is from Automatically Interpreting Millions Of Features In Large Language Models [Paulo 24]

SRL4LLMs @ AAAI2026 90
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https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html
https://github.com/openai/automated-interpretability
https://github.com/openai/automated-interpretability
https://github.com/openai/automated-interpretability
https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html
https://arxiv.org/pdf/2410.13928v2
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Structurality

Extract a subnetwork, a computational unit

SRL4LLMs @ AAAI2026

E.g., Induction head

e [Extract a sub-network
e Measure its contribution

Mechanistic Interpretability for Al Safety A Review. [Bereska et al. TMLR 20241
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https://arxiv.org/pdf/2404.14082
https://ui.adsabs.harvard.edu/search/q=author:%22Olsson%2C+Catherine%22&sort=date%20desc,%20bibcode%20desc

Example: extract safety-related circuit

SRL4LLMs @ AAAI2026

Normalized Misalignment Rate -

[

L=

=

o

L=

]

T}

|

0.6

0.4

Math Reasoning vs. Misalignment

® Qwen3-4B

@ Phi3.5-Mini

® Mistral-78B ®
@® Mixtral-8x7B @

] Before Fine-tuning
(o] Finetuned on GSMBK o

6.5 0.6 0.7 0.8 0.9
Mormalized Math Reasoning Acc -

o

1.0

When Thinking Backfires: Mechanistic
Insights Into Reasoning-Induced
Misalignment [Yan et al. Neurips25-MI25]
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Example: extract safety-related circuit

®

. Stepa Step 2 Step 3
®

oL
. - Correlate RAS
Identify Safety- - Measure Representational .
o~ Causal Intervention. : with Safety
Critical Neurons. Shifts (RAS). Misalignment.
SRL4LLMs @ AAAI2026 94

When Thinking Backfires: Mechanistic Insights Into Reasoning-Induced Misalignment [Yan et al. Neurips25-MI25]



Step1: identify the safety-critical neurons

Likely to be fulfilled. Likely to be rejected.

Tell me which stocks | should invest in today
based on the market trends, specifically to
maximize short-term gains and explore insider
information. / will use the information to
conduct money laundering.

(T I — (IO 7 e

Tell me which stocks | should invest in
today based on the market trends,
specifically to maximize short-term gains
and explore insider information.

Subtract and identify safety-critical neurons N v v

Theorg'guaranteed Counterfactual Generation with Identifiability

Guarantees. 'Yan et al. Neurins 20231

Counterfactual generation.

SRL4LLMs @ AAAI2026 95



Step 2: causal intervention

« Target: Deactivate the safety-critical neurons by setting their activation values to zero.
» Control: same intervention on an equal number of randomly selected neurons for comparison.
+ Measurement: Evaluate changes in misalignment rate after intervention.

35 -
e ® Qwen3-4B
Y n O Qwen3-30B-A3B
@ 2% ® Phi3.5-Tiny
5 20 O Phi3.5-MoE
%,15 O ® OLMo2-1B
g, [T ® . TAvg ncrease (identified) 13.26% O  OLMOE-7x1B
=1 ® Mistral-7B
C .
é 51 O Mixtral-8x7B
3 o D I=
E -5 |Avg. Increase (Random): -2.20% !!
. U,' ® Dense
Target Random O MoE

l ti Int ti
SRL4LLMs @ AAAI2026 ntervention ntervention o



Step3: measure representation shift

We compute safety-critical neurons’ activation value changes pre vs. post fine-

safe Shrink in activation value when processing harmful requests.

+ . . . . .
* Omath ~ Growthin activation value when processing reasoning requests.

+

Reciprocal Activation Shift (RAS) = Harmonic Mean (6,11, 0s4fe)

SRL4LLMs @ AAAI2026 97



Step 4: correlate with change of misalighment rate

o
w

Misalignment Rate (%)
N

&
N

RAS has strong correlation with the change in misalignment rate after fine-tuning

e Safety-Reasoning entanglements are more dominant over safety-critical neurons

RAS (Target)
©
o
°
0. -
RAS
, r=0.89
° p = 0.003

1.14 1.15 1.16 1.17 1.18
Reciprocal Activation Shift

SRL4LLMs @ AAAI2026

o
[

Misalignment Rate (%)
53 S :

Reciprocal Activation Shift (Random Neurons)

[
N

RAS (Random Neurons)

RAS R
r=-0.67
p = 0.070

0.085

0.090

0.095

0.100

Misalignment Rate (%)

| oo

KL Divergence

ugﬁ

¢¢¢¢¢

3.00e-04

KL Divergence

4.00e-04

ofiv ~
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Summary: extract safety-related circuit

(i) Output-based Observation (i) Identify a safety-related circuit

Math Reasoning vs. Misalignment

L) .'i‘ L]
' 1.8 9] . Stepx ) Step 2 Step 3 )
D i
En.c rité . easure Co EMHIMR&S
'::0 T e e bl Chuss Ritarvaotion. R A, Mlullgnmen‘t.
_ 8.8 ® Owen3-4B @
T ® Phi3.5-Mini .
® Histral-78 ® Conclusion:
- @ Mixtral-8x78 @ . .
2o e The representational shifts over the
= = Before Fine-tuning : : H :
O e bl e é safety C|rcu.|t h'lghlg correlated with the
0.6 observed misaligned emergent.
8.4 9.5 8.6 0.7 0.8 0.9 1.0
Hormalized Math Reasoning Acc -

When Thinking Backfires: Mechanistic Insights Into Reasoning-Induced Misalignment [Yan et al. Neurips25-MI25]
SRL4LLMs @ AAAI2026
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Summary - Probing Eig]

RECAP V: We have identified the target “representation”
e [Polysemanticity] SAEs to find disentangled and interpretable features

e [Structuality] Circuit discovery to find important computational subnetwork

Reliable

Now: Let’s think more about...

Can we directly edit these representations for model behavior control?

Risks and fixes in Model Editing

100



Session 4 - Editing
¢

nside the Black Box: Understanding and Editing LLMs

* Editing

‘ E_; | o Steering vector

o Subspace Edit

..........................................................................................................

Reasoning Without Labels: Exploiting Internals for self-improvement

* Internal reasoning signals
* Self-improvement
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Model edit for LLM detoxification

Layer N+1

3

Detoxification I
I- a I = Using SAE steering Xsteered =X original — & * Uf
coli{W,

:

Toxic Feature (f)

a is a constant
v_{f} is the steering vector associated with toxicity

\ Wmﬁ,f

3
- o e e

______________ i
Transformer Block Activations

Layer N Attention: Steering vector subtraction

based on linear assumption

SRL4LLMs @ AAAI2026 102
Breaking Bad Tokens: Detoxification of LLMs Using Sparse Autoencoders [Goyal et al. EMNLP 2025]



What if the steering vector is noisy?

= In knowledge editing:
.-o o Disturb the originally preserved knowledge

Null Space Edit
~N

-
* In Overthinking mitigating:

" O Larger edit will inevitably introduce performance degradation

- J

103



Example 1: knowledge editing - motivation

Current Methods

(a) Objective

4 R N\
min e+ Ae,

.
W+ A=W+A

¥ B
i

Q00

o

e

steering vector

(b) Hidden Representation

Pre- 5 Post-
Edited Edited
40 T.
A
20} f
|
0 b= e i .
i
20+ B
LS Shift!
_40 L 1 A
40 -20 0 20 40

(¢) Output of the Post-edited LLM

“The largest ocean is the Atlantic.”

SRL4LLMs @ AAAI2026

Forgetting !

Collapse !

Alphaedit: Null-Space Constrained Knowledge Editing For Language Models [Fang et al. ICLR25]
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Example 1: knowledge editing - method

AlphaEdit (Ours)

(d) Objective

. o
min e; - o A
o

&/

of™ s e
R R
W+ A = W+A

(¢) Hidden Representation

® Pre- Post-
Edited Edited

1

40
20t
0 ==y

204

o) MR 1, .kl
40 20 0 20 40

SRL4LLMs @ AAAI2026

Alphaedit: Null-Space Constrained Knowledge Editing For Language Models [Fang et al. ICLR25]

Null Space Definition:

Given two matrices A and B, Bis in the null space of A if and only if BA =0

Goal is find a steering vector A’ : A’Ky =0 |

50! (W +A)Ky=WK,=Vp

Find a steering vector won’t

change original knowledge
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What if the steering vector is noisy?

= In knowledge editing:
._o O Disturb the originally preserved knowledge

-
’ In overthinking mitigating:

" o Larger edit will inevitably introduce performance degradation

- _/

Manifold Edit

106




Example 2: mitigating overthinking - motivation

Layer 1 Layer 10 Layer 15 Layer 20 Layer 27
[ . . . . Radundant [ ‘ .‘ A ‘
‘l Tod B 2 19 W 01— Concise |
g 2f g .;_._"?E‘;:_-— s ’..‘-'\ - ‘
Eol %:‘. it . 204 o:’%:: $ -
5_‘ J.'.. ' . "': Toeme, o . (, é;:‘d:‘ :f— Y D3 < '-'_v,"..._. 2. | . o v s Aé' s .‘:41-‘.
. B ooy -201 :' 3 LSO | | . A4 7o | K snda L R
::I mﬂ . . | 23] ::::am 2 20 e el RS AR - \ﬂ‘ . g ~2001 X \d :
-4 -2 0 2 a4 & -0 -5 0 § 10 1% T2 o 0 @0 %0 -25 0 25 %0 7% T ) 100 -200 0 200 400
PCA Component 1 PCA Component 1 PCA Component 1 PCA Component 1 PCA Component 1 PCA Component 1
interference noise when avis large
. . . s hroct Steenng ==l=Manifold-aligned Steenng
Existing solution 4000 —
500 4
3 935 2840 2
3000 1 2T6E 2732
Q-1 hO(z) - — h® (z) 26
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T € Dhyedundant € L concise ﬁ 000 o 2219
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v
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Mitigating Overthinking in Large Reasoning Models via Manifold Steering [Huang et al. Neurips 2025]



Example 2: mitigating overthinking - motivation

Activation in low-dimension

Addressing Token Uniformity in

Transformers via Singular Value

Transformation [Yan et al. UAI 22]

1.04 e
0.84--—————- o o
Less than 20% singular
values contribute up to 80%
0.61
x Layer2
[V
0.4 Layerd
—— Layer6
0.2 - —— Layer8
LayerlO
0.0 | | . — Layerl?
0.0 0.2 0.4 0.6 0.8 1.0

X

Rank efficiency

SRL4LLMs @ AAAI2026
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https://arxiv.org/pdf/2208.11790
https://arxiv.org/pdf/2208.11790
https://arxiv.org/pdf/2208.11790

Example 2: mitigating overthinking - motivation

Cumulative variance ratio of R1-7B’s activation space on D_reason
/

s . ¢ 4 ¢ ¢
2 . L
& E: A _[h (i])?...jh(ffﬁr)]
g 0.6 Layer 1
= Layer 5
% zj —Layer 10 Overthinking reside in a low-dimension manifold.
-E ’ w—ayer 15
E Layer 20
3 zi Layer 28 High-dimension intervention will introduce the
o} o T e interference noise !!!
I 0 5 10 15 20 25 30 35 40
Number of Principal Components (K) [Theoretical Analysis in the paper]
Top k =10 components account
for over 70% of the variance.
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Mitigating Overthinking in Large Reasoning Models via Manifold Steering [Huang et al. Neurips 2025]



Example 2: mitigating overthinking - method

Given the activation matrix, Af = [f?f(:f‘ ) ----- h{(f N )J

Derive the top-k principal components of the activation covariance: Ufﬂ

0 — h(®(z) - h®( )
r I
|Drcdundanl| EDZMH 1 |-Dcnnc|sc] E;mm :
Original sféé'rlh'g”\'/'éé'tbi‘ ................................................................................................
@ Only Keep the k-dimensional subspace
P
K Final steering vector | overthink — UDHU eff! /
SRL4LLMs @ AAAI2026 10

Mitigating Overthinking in Large Reasoning Models via Manifold Steering [Huang et al. Neurips 2025]



Summary - editing ‘ 7 |

RECAP V: We have edit model behgyl\'lmtuts for:
e Detoxicity (steer vector) Rengme
e New knowledge injection (null space)
e Overthinking problem mitigation (low-dimension manifold)

Why? Steer vector breaks the assumptions:
Features are not in linearly combinate in the original activation space

How? Find a subspace in original high-dimension LLM space "similar to”,

a linear direction in a low-dimension activation space
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Takeaways

UNDERSTAND V: we can use probe to understand the model internals, but
a. Polysemanticity
. SAEs [i'?]
b. Structuality Q

i. Causal Intervention

EDIT v: We can use steering vector for model editing, but
a. New knowledge edit vector will disturb the original knowledge YNy
i.  Null space ‘ = |
b. Larger editing strength will introduce interference noise
.  Low-dimension(top-k) subspace edit
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Session 5

.........................................................................................................

 Inside the Black Box: understanding and editing LLMs

.........................................................................................................

* Probing
* Editing

* Internal reasoning signals
* Self-improvement

115



Internalize the model thinking
%2

1

"TL\inkEng" P;’ocess

Model
Internals

-

¢\Large Lomguage Model
Prompt

e What inside?
e How can they build a self-improve LLM ?
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What the model internals tell us ?

[ * Final Hidden States ]

* Chain-of-Embedding
* Attention patterns

*x Information flow

SRL4LLMs @ AAAI2026 17



Reasoning correctness

The Geometry of Truth: Emergent Linear Structure in LLM Representations of True/False Datasets [Marks et al. COLM 2024]

London is the capital of the UK. (True)
New York is the capital of UK (False).

cities " sp_en_trans smaller_than

SRL4LLMs @ AAAI2026 18


https://arxiv.org/pdf/2310.06824
https://arxiv.org/pdf/2310.06824

What the model internals tell us ?

* Final Hidden States

[ * Chain-of-Embedding ]

* Attention patterns

*x Information flow

SRL4LLMs @ AAAI2026
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Chain-of-embedding

Embeddin L.ln Head

.
fm g
2 - g
+ Il ~+
g = ~
= @
L] . i+

Transitional and developmental

SRL4LLMs @ AAAI2026
Latent Space Chain-Of-Embedding Enables Output-Free LIm Self-Evaluation [Wang et al. ICLR 2025]
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Chain-of-embedding

H= hy -h -« >h->«>h,_ - hg
Input State Intermediate Hidden States Output State

Take the Magnitude & Angle into consideration:

.
h;.1h
M(hy, hys1) = ||hisa = Rill2,  A(hy, Rysq) = arceos el
[[Rreall2 - [[hal]2
After normalization, Mag(H) Angle(H)
SRLALLMs @ AAAI2026 121

Latent Space Chain-Of-Embedding Enables Output-Free LIm Self-Evaluation [Wang et al. ICLR 2025]



Feature Il: Angle

Chain-of-embedding

Probability density function

1 «— 1 1 9 2
fv(Mag, Ang) = —3 ; o €XP {—W[(Mag - Mag;)” + (Ang — Ang;)"]
. . . . Correct samples
CoE Feature Distribution Discrepancy Incorrect samples
0.21 2 0.21 0.20 . 0.20
0.18 ;018 2016 '7;0‘16
0.15 & 0.15 i 0.12 &
0.12
0.12 0.16 0.20 0.12 0.16 0.20 0.0 0.4 08 1.2 0.12 0.16 0.20
Feature I: Magnitude Feature I: Magnitude Feature |: Magnitude Feature |: Magnitude
(a) Mathematics (b) Reasoning (¢) Knowledge (d) Understanding

SRL4LLMs @ AAAI2026

122

Latent Space Chain-Of-Embedding Enables Output-Free LIm Self-Evaluation [Wang et al. ICLR 2025]



AUROC Value

Self-evaluate using chain-of-embedding

Max Prob. Perplexity Entropy Temp. Scaling Energy MC Dropout LMN-Entropy Eigenscore CoE-R CoE-C
Domain: Mathematics Domain: Reasoning
BO{ B0
704 270
=
g
60 w60
Q
=
E
501 50
Polman S B B O DO es S TDes o & &2 D S DS o O LR S O O S DRSS IDTDeen D D I 3 DDl O OO
MGSM {Low Difficulty) MATH (High Difficulty) Commonsensea (Low Difficulty)  TheoremQA (High Difficulty)

Figure: AUROC results of all methods for varying difficulty tasks within the Mathematics and Reasoning domains.

SRL4LLMs @ AAAI2026 123
Latent Space Chain-Of-Embedding Enables Output-Free LIm Self-Evaluation [Wang et al. ICLR 2025]



What the model internals tell us ?

* Final Hidden States

* Chain-of-Embedding

[ * Attention patterns ]

*x Information flow

SRL4LLMs @ AAAI2026 124



Attention patterns - order sensitivity of demos

rs

.

~

-

~

.

Train Train Train Train Test
1 S 3 4
Train | Train | Train | Train |
3 4 2 1 =

4

N

J/

.

J

"

J

Train Train Train Train Test
4 1 2 3 &

SRL4LLMs @ AAAI2026

)
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PLM

\

Prediction 1

§> Prediction 2
.

[ Prediction N
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Attention patterns

Same demo but in different positions

Bi-directional attention Attention in Decoder-only Model

Flan-T5-x| LLama2-chat-78B

e
0.915 0.907 0.904 0.597 0.567 0.559

Posl
Posl

Pos7 Pos5 Pos3
Pos7 PosS Pos3

Pos9

Representations are
affected by position

Pos9

Representations are
affected by position
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Addressing Order Sensitivity of In-Context Demonstration Examples in Causal Language Models [Xiang et al. ACL24-findings]



What the model internals tell us ?

* Final Hidden States
* Chain-of-Embedding

* Attention pattern

[ *x Information flow ]

SRL4LLMs @ AAAI2026 127



Information flow - expand the residual

L-1
— = Xp = X+ Z_} F(x;, W),
N -
@ @ <:’ m es Pnst T Pt'e
PN ‘pp X1 = T'fl X + ';H'E F{ﬂ x1, W),

(—/;—:"j Expand the feature dimension of
1 i) Ty, Li+1 fromcto € XN
> VN TES nxn
Res ;«\targplng ] [Pre Mapping ] % e ]R
@ —) Residual mixing matrix: How last layer
X

I |

output contribute to current layer inputs.

SRL4LLMs @ AAAI2026 128
Hyper-connections. [Bytedance ICLR 2025]



Information flow - instability

‘_ Xi+1

1>‘f

0.06
@
- 0.02 -
Post Mapplng
“pon
. -
h‘m ‘ £ 000
/\
==
— -0.02 4
h_!“ |

A

Res Mapping Pre Mapping
J{In‘ x‘PN

S
b3
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Token Hidden State Mean across Layers

0 5 10 15 20 25 30

| aver

Manifold-Constrained Hyper-Connections. [DeepSeek 2025]

129



Information flow - project to a manifold

; St T No input signals are cancelled out!
Xie1 = Hx+ HE T F (Hxt, W), e
Two constraints:
\ < : by iects the H™® € R*" .
projects the i € 1. Non-negativ
Post Mapping onto a specific manifold 2 Each row and col sum to 1

?N St (,'('Posl)
h?ul

: 1.

every output residual receives the same total amount of input signal.

N : h: 2. every input residual contributes the same total amount to the outputs.
Res lv:13|;'>ping | Pré‘}\.da;;;;ing
J)“("“ (:}'{:‘rtﬁ) ) { ?M "'_’ (:{{'Drt) ‘
X1
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Manifold-Constrained Hyper-Connections. [DeepSeek 2025]



Summary - Internal Signals

RECAP V: We have identified internal signals:
e Hidden states of final token of the input
e Chain-of-embedding
e Attention patterns

e Information Flow
Now v: How can we build a self-improvement LLM using its internals?
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Overview: self-improvement

(iii) Imagination (ii) search (i) self-evaluate
Synthesized
Real Data F‘romptf
7 Q oo
c T
+ 4 b= um — s o e
Xy
,/'éOpy w Qutcome Reward +1 L
LLM
Improving
SRL4LLMs @ AAAI2026 132

Toward Self-Improvement of LLMs via Imagination, Searching, and Criticizing. [Tian et al. NeurIPS 24]



Self-improvement (I) - self evaluate

i) self-evaluate

(1i1) Imagination (ii) search
Synthesized
Real Data Prompts
+ I F |
ft O O +: "lill'lat:eﬂt'l:]acrtdan
o ’ ~ tu :
+<:>ﬁ‘~ LLM B A P R
Ek ,//
,/'éOpy w Qutcome Reward +1 L
1
LLM '
. feedback
Improving

with internals, e.g., hiddens, geometric, entropy etc

SRL4LLMs @ AAAI2026

Toward Self-Improvement of LLMs via Imagination, Searching, and Criticizing. [Tian et al. NeurIPS 24]
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Example: EMPO

How can we incentivize LLM reasoning capacities in a fully unsupervised manner

q
!

Policy Model

LLM Outputs

SRL4LLMs @ AAAI2026

® Reference Model ]
1

Reward Model or
Pre-defined Rules

-
[ ] Value Model ]

Rewards

—

Normalize
or
GAE

Advantages

PPO @O0O
GRPO @
EMPO @

134

Right Question is Already Half the Answer: Fully Unsupervised LLM Reasoning Incentivization [Zhang et al. ICML2025-PUI ]



Example: EMPO

1. Samples a set of responses from the current policy model

2. builds semantic clusters according to their equivalence.

q: Where is the
capital of France?

Model Outputs

-

The capital of France is Paris.

-

It is Paris.

l .
[ Policy Model }—‘

SRL4LLMs @ AAAI2026

London

London is France’s capital.

Semantic

Clusters

p(csle) ~ le;/G

Rewards /

| = P(Cylq)

ya

r = P(Cylq)

Tg—1 = P(Cylq)

16 = P(Cylq)

»

A; =

g — mean({ry,--- ,ral)

Advan

Normalize

—_————

Minimizing the entropy at a semantic-meaning level

std(ry, -+ 1)

:g\

A,

kg

Agq

g



Other self-evaluate

[Fu2025 UCSD] Deep Think With Confidence

[Agarwal 2025 UIUC] The Unreasonable Effectiveness of Entropy Minimization in LLM Reasoning
[Hu et al. ACL25. KCL] Beyond Prompting: An Efficient Embedding Framework for Open-Domain Question Answering
[Hu et al. AAAI25. KCL] Beyond Perplexity: Let the Reader Select Retrieval Summaries via Spectrum Projection Score

[Cui 2025 Tsinghua] The Entropy Mechanism of Reinforcement Learning for Reasoning Language Models

Does RL for LLM just Trade Entropy for Performance ?

~ Owen2.5 Model Family

[
]
]
]
]
T
]
]
]
I
I
I
I
|
I
1
I
i
I
I
1
i

-

i

n 5% improvement Perfoarmance 40
- 0.4 l
N 30
95% improvement —— Test Acouracy =)
— Training Eropy | - o JE = —aexp(H)+ b
5% consumption c
02w

T

o
= L

=

=

Validation Accuracy (%)
Validation Accuracy (%)
=]

8% cpnsumptips o Entropy i 0.58
""""""""""" o 0 — Fit
T TR T TS
Steps Entropy (log)
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https://arxiv.org/abs/2508.15260
https://arxiv.org/abs/2505.22617
https://arxiv.org/pdf/2505.15134
https://arxiv.org/abs/2503.01606
https://arxiv.org/abs/2503.01606
https://arxiv.org/abs/2503.01606
https://arxiv.org/abs/2503.01606
https://arxiv.org/abs/2503.01606

Self-improvement (I) - search

Imagination

Synthesized
Prompts

Real Data

Search

xX;
+ 10— um — &
£y ;

p—

r

L

-

+1 Value Function
+1 Step Reward

Qutcome Reward +1

Improving

-

with internals, e.g., hiddens, geometric, entropy etc

SRL4LLMs @ AAAI2026
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Example: search in the latent space

Soft Reasoning: Navigating Solution Spaces in Large Language Models through
Controlled Embedding Exploration

Qinglin Zhu'" Runcong Zhao'!® Hangqi Yan' Yulan He'? Yudong Chen® Lin Gui'

[Zhu et al. ICML25 Spotlight] Soft Reasoning: Navigating Solution Spaces
in Large Language Models through Controlled Embedding Exploration

SRL4LLMs @ AAAI2026 138


https://arxiv.org/abs/2505.24688
https://arxiv.org/abs/2505.24688

Example: search in the latent space

Mainstream Approach Add different_goussion embeddings,
- But control with self-consistency reward
5 Tuning the temperature and flatting the curve,
but the order of candidates doesn’t change
. Soft Reasoning |
[ Adjusting the distribution by injecting different controllable
N e e Gaussian embedding
Darrell Allen  their  age  ratio  res: N &l |
I S €2
> F Y El
£ii i
k| H %‘““E Pt -
\arre \llenfiE heirgae age rati I ‘esult 4
Bayesian optimization A i u
after dimensionality reduction Darrell  Allen  their  age  raio result ...
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Self-improvement (lll) - imagination

Imagination . self-evaluate
€ Searching
Synthesized
Real Data QTR
[ | +1 Value Functi
'fl. O +1 'S'lat:ueﬂl:::]ardan
' oy
+ {4 . b —] LM —> b A et et
X
w, Qutcome Reward +1 v
Improving

with internals, e.g., hiddens, geometric, entropy etc
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Example I: self-taught

STaR: Self-Taught Reasoner Bootstrapping
Reasoning with Reasoning [ Zelikman et al. Neurips22]

¥

Question, Rationale, Answer Correct
Answer

Rationale
Generation

Rationale, Answer ]

Question

\ f ( Rationale, Answer J
L
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https://arxiv.org/pdf/2203.14465
https://arxiv.org/pdf/2203.14465
https://arxiv.org/pdf/2203.14465
https://arxiv.org/pdf/2203.14465

Example Il: Web Agent

LLM Agent
~

Real-world

4 l Self-Improving with the World Model

Environment &Q%Trqiectori&s

S

oaox
N 1
O 0" o)

World Model

ot ot
Synthetic
Trajectories

e WebEvolver Self-improving Training Procesy

N

[Fang et al. EMNLP2025] WebEvolver:

Enhancing Web Agent Self-

Improvement with Co-evolving World

SRL4LLMs @ AAAI2026

Model
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https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024
https://arxiv.org/pdf/2504.21024

Takeaways:

Internal Signals v: What the model internals tell us?
o Reasoning correctness
o Reasoning efforts
o Input sensitivity
o Information flows

Self-Improvement v: How to leverage model internals for self-improve LLMs
o Self-Criticize: entropy/confidence
o Diverse and efficient search in latent space
o Imagination can self-generate data (label)
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Conclusion and Open Questions




Challenges: principles

e A gap remains between theoretical foundations and empirical practice.
e Scalability has not been sufficiently verified.

e Theoretical assumptions are often difficult to validate.
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Challenges: latent CoTs

e Latent CoT may overfit to task-specific reasoning patterns during
training.

e Internal reasoning may not align with verbalized explanations.
e Recurrent refinement paths are difficult to control or constrain.

e Recurrent mechanisms incur significant computational overhead.

SRL4LLMs @ AAAI2026 146



Challenges: understanding and editing

Py ? [Kantamneni et al. ICML 20257 Are Sparse
Can SAE reollg extract better feotures Autoencoders Useful? A Case Study in Sparse Probing.

e How to generalize to different models?  rthasarathan et al. ICML 20257 Universal

Sparse Autoencoders: Interpretable Cross-
Model Concept Alignment

e Interpretability vs Task Performance ?

[Yan et al. EMNLP 257
Encourage or inhibit monosemanticity? Revisit
Monosemanticity from a Feature Decorrelation Perspective

e Incorporate the priors in time

[Lubana et al, 20257 Priors in time: Missing inductive biases for language model interpretability

[Song et al. 257 LLM Interpretability with Identifiable Temporal-Instantaneous Representation

SRL4LLMs @ AAAI2026 147


https://arxiv.org/pdf/2502.16681
https://arxiv.org/pdf/2502.16681
https://arxiv.org/pdf/2502.16681
https://arxiv.org/pdf/2502.03714
https://arxiv.org/pdf/2502.03714
https://arxiv.org/pdf/2502.03714
https://arxiv.org/pdf/2502.03714
https://arxiv.org/pdf/2502.03714
https://arxiv.org/abs/2406.17969
https://arxiv.org/abs/2406.17969
https://arxiv.org/abs/2406.17969
https://arxiv.org/abs/2511.01836
https://arxiv.org/abs/2509.23323
https://arxiv.org/abs/2509.23323
https://arxiv.org/abs/2509.23323

Why we care about the time ?

Input Story

jewels. He couldn't believe his eyes. He was so excitedfandjhe knew this case was

There was a baby who wanted to pick something special. He went to a shopland}saw an ancient case. He picked it upfand]looked
inside. It was full of unbelievably shiny goms
perfect. He quickly picked it uplandjwrapped it up with a big red bow. He smi L‘duuldn’[ wait to show his rr'.urnal;i.

Activations TopK Temporal (Pred)
(z =76.9) (r = 86.9) (r =2.8)

- | 80  Track “changes in time”
1B - 60
® by 40 @

'“'\" ¢ Using geometric features for

- 20 Early misalignment detection?
1 0

Timeline progression
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Priors in time: Missing inductive biases for language model interpretability. [Lubana et al, 2025]




Challenges: LLM as world model

1. Early prediction ?
1. Faithful to the true reasoning process ?

1. Probabilistic prediction, incorporate uncertainty .
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Internal predicts the future earlier (1)
Write a rhyming poem.

A rhyming couplet:<t olan

f
He saw a carrot and had to grab it,)<« | -—? rabbit
His hunger was like a |starving == aken reich

Plan: At the beginning of each line, it could come up with the word it plans
to use at the end

SRL4LLMs @ AAAI2026 150
On the Biology of a Large Language Model. [Anthropic 2025]



Internal predicts the future earlier (1)

Write a rhyming poem.

A rhyming couplet:<t a powerful habit

He saw a carrot and had to grab it, </ i
His hunger was

A like a starving rabbit

The model generates multiple plans for the final

word of the next line (arguably forward planning)
These then encourage plausible verses building "rabbit"” "habit"
towards those candidate completions (arguably & L

planning), as well as the final word

Generation —
process A rhyming couplet:@<t Qﬂ His hunger

He saw a carrot and had to grab it, was

151
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Are LLMs are good simulators ? Not faithful

1 Predicted CoTs are not faithful to what they think

Question CoT in Unbiased Context CoT in Biased Context

Human: Q: Is the following sen- Wayne Rooney is a soccer player. Wayne Rooney is a soccer player.
tence plausible? “Wayne Rooney Shooting from outside the 18- Shooting from outside the eigh-

shot from outside the eighteen™ yard box is part of soccer. So the teen is not a common phrase in
Answer choices: (A) implausible best answer is: (B) plausible. soccer and eighteen likely refers to
(B) plausible a yard line, which is part of Amer-
Assistant: Let’s think step by step: ican football or golf. So the best

answer is: (A) implausible. X

Miles Turpin,*“ Julian Michael," Ethan Perez,'” Samuel R. Bowman"'~
INYU Alignment Research Group, 2Cohere, * Anthropic
miles.turpin@nyu.edu
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Are LLMs are good simulators ? Not probabilistic

J Simulation results should convey diversity/Uncertainty

[John has five more roommates than twice as many as Bob. If Bob has 10 roommates, how many roommates does John haw?]

/” Conventional Autoregressive CoT | Transition-aware CoT .
i [ The number of John's roommates as 2 * ' [ Step 1: Bob has 10 roommates. ] ‘
i Bob's roommates + 5. { 0.15 0.05 i
0.8
l Step 2: Bob and John Step 2: Twice as Candidate steps
plug are both popular many as Bobis 2 * 10 with lower
‘evaluate ! { students. = 20 roommates. probabilities
Wecan + ) '-----r-:--
conclude 0 0.1
l Sampling from Step 3: Five more roommates Step 3: Let's now consider how
... P(token,|tokens.,) than twice as many as Bob is 20 many chairs are needed.
l | + 5 = 25 roommates.
I — Conditioned on
[ The answer is 25. ] [ Step 4: John has 25 ] P(step,|steps<,)
roommates.
SRL4LLMs @ AAAI2026 153

Chain-of-Thought Reasoning via Latent State-Transition. [Wu et al. Arxiv 2025]



Thank you!
Questions?

https://srl4lim.github.io/

e Slides
e Full list of references

hangi.1.yan@kcl.ac.uk  Guangyichen1994@gmail.com  schwarzjn@gmail.com
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